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Abstract.- In this study, Cox regression models for fixed and time dependent explanatory variables were studied for Solea solea under culture conditions. The data of wild common sole (Solea solea) was obtained from fish population maintained under culture conditions. Common soles were caught by trawling and trammel nets between March and April, 2007 around the Urla, Izmir Bay. At the beginning of the study 270 common soles obtained by both fishing methods were subjected to a five-day dark period and antibiotic treatment (furozolidon, 100 gmL-1, 60 min.). A total of 128 common soles were adapted to culture conditions for ten days, and then human chorionic gonadotropin (HCG) injection (250–500 IU/kg ﬁsh), luteinizing hormone releasing hormone analog (LH-RHa) injection (30 µg.kg-1 ) and LH-RHa pellet hormone (30 µg.kg-1) were administered to the fish.  When the results of Cox regression analysis were applied with forward selection method in the case of fixed and time dependent common variables, there was no significant difference in means of hazard rates with respect to the application type. In the present study, the Cox regression model was applied to a real cluster of data and interprets the results obtained from wild common sole in culture conditions. 
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INTRODUCTION

The common sole (Sole solea, L. 1758) is an interesting species for marine aquaculture in Europe as it is a high valued fish with large market (Barbato and Corbari,1995; Bernardino, 2000; Brown, 2002; Gilliers et al., 2006; Palazzi et al., 2006; Schram et al., 2006; Bertotto et al., 2006). The common sole is one of the teleost flatfish belongs to the family Soleidae (Dinis and Reis, 1995; Mengi, 1971; Schram et al., 2006). Sole typically lives inshore waters and estuaries as nursery grounds (Henderson and Seaby, 2005). Its geographical range extends from West Black Sea to East Mediterranean Sea, including the Sea of Marmara in Turkey (Basusta et al., 2002, Mengi, 1971; Hossucu, 1992; Schram et al., 2006). Morphological characteristics of the common sole are location of eyes on right side bilaterally flattened body and dorsal-anal fins surrounding body. Its 
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habitats is sandy and muddy bottom at a depth of up to 100 m (Kruuk, 1963; Mengi, 1971; Nasir and Poxton, 2001).

The purpose of survival analysis is to determine life potentiality presumptions in different times, speculating the life time distribution and comparing the life time distributions of various investigated groups (Collett, 1994). The main difficulty in analysing of life data is inability to observe the failure times of some units or individuals under scrunity (Şenocak, 1992). In most cases, regression models in which the impacts of explanatory variables as well as those on the life time which is a dependent variable are modeled play an important part in survival analysis (Roberts et al., 2001). This model is usually called either the Cox regression model or the proportional-hazards regression model. It is important that covariates in this model may also be used in models in which the underlying survival curve has a fully parametric form, such as the Weibull distribution (Fisher and Lin, 1999).


The Cox regression model is a useful model due to its ability to be a nonparametric and a parametric model at the same time. It is a parametric model due to the parameter β (parameter) in the model. The failure time distribution is assumed known except for a few scalar parameters. It is non-parametric in the sense of 
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, which is an unspecified function in the form of the baseline undefined hazard function. This makes the model more flexible, but one must be very careful when dealing with approximations and testing. Another flexibility of the Cox regression model is the error term. Measurements are always measured with error involved. The proportional hazards model (PHM) can also be carried out when the response time is not known exactly, but it is known to lie in an interval. Such a situation arises in clinical trials when errors occur measuring the failure time. The Cox proportional hazards models have several advantages over traditional analysis of variance (ANOVA) approaches or other event-time models (Allison, 1995; Castro-Santos and Haro, 2003). First of all, individuals that are recorded at the tailrace of a dam but that do not pass can be explicitly included in the modeling. Second, the covariates may vary through time, allowing passage hazards to change daily or seasonally. The primary disadvantage is that the models are semiparametric in the sense that hazards are calculated using the ranks of covariate values, and consequently, quantitative differences among treatments cannot be modeled as in traditional regression (Allison, 1995; Castro-Santos and Haro, 2003). Hazard ratios compare the probability of the event occurring within a given time interval for an individual belonging to one group versus another (e.g., females versus males) or for an increase in one unit of a continuous predictor variable. The models included the length of each fish at the time of tagging as a measure of body size, sex, and two time-varying covariates: the date of passage and time of day, a binary variable coding for day versus night. The data of passage for each fish at each project was used as a compound measure of seasonal changes in temperature and discharge and as a predictor of seasonal effects on migration behavior owing to the high intercorrelations among these variables as indicated by unstable parameter estimates and extremely large standard errors in models incorporating multiple environmental predictors (Allison, 1995). Models replacing passage date with mean daily discharge, spill, or temperature produced qualitatively identical results (Fox, 2002).


In most cases, the data of the explanatory variable can be obtained over a long time. For example; the sex, hormone treatment, height and weight can be obtained in the periodical time points which can change in the course of time. In many of the studies related with aquaculture, classical statistical analysis methods are occasionally insufficient, therefore Cox regression model is better and it gives what factors are effect the related variable when the assesment is needed before all fish die or the related result appears. In such studies, survival analysis methods yield more favourable conclusions (Cox and Oakes, 1984). Cox regression models were used in some studies related with fish (Naughton et al., 2005; Pike et al., 2007; Streppel et al., 2008) and parasite (Heinonen et al., 2001). 

In addition to this, there is no study that has performed the cox regression analysis on sole. For this reason, results of the current study suggest that more correct results might be obtained by cox regression analysis. 
MATERIALS AND METHODS

The common sole were captured in Izmir Bay by trawling and trammel nets. Fishing operations with trammel nets were accomplished at nights; and trawl operations were achieved with towing speed as ranged from 1.2 to 1.5 knot.hour-1. Captured fish by trawling were placed in black 300 litres polyester transportation tank supported with aeration. Fish captured by trammel nets were transported in 20 liters thermal isolated tank with continuous water exchange and circulation. For reducing stress, anesthesia treatment (2-fenoxyethanol, 50 mgL-1) was carried out on board. After each fishing operation, only alive fish were transferred to the shore and total length and total weight of all fish were measured. All of the alive fish were placed into two separate 4 m3 square-shape (1.8x1.8x1.3 m) polyester tanks according to fishing method for preliminary adaptation. The water exchange was supplied at 20% per hour and during this period, antibiotic treatment (furozolidon, 100 mgL-1, 60 minutes day-1) was carried out for five days to avoid probable infections originating from fishing operations injuries in dark environment. During the first five days, fish were kept in dark conditions and after this period, illuminations of tanks were adjusted as 30 lux. During the 10 days adaptation period, water temperature and salinity were measured as 13±1 ºC and 38‰, respectively. The common sole were fed with mixed diets with squid (Loligo vulgaris), tube (Diopatra neopolitana), mediterranean mussel (Mytilus galloprovincialis), razor clam (Solen marginatus), oyster (Ostrea edulis), patella (Patella sp.), sea snail (Monodonta turbinata) and fresh sardine (Sardine pilchardus) during the study (Lagardére, 1987). Throughout the adaptation period, Human Chorionic Gonadotropin, (HCG) injection (250–500 IU/kg ﬁsh), Luteinizing Hormone Releasing Hormone Analog (LH-RHa) injection (30 µg.kg-1 ) and LH-RHa pellet hormone (30 µg.kg-1) were applied to fish. Total length (TL) and total weight (TW) of captured (both fishing methods) 128 common soles were measured and descriptive statistics were calculated. The fishing methods, weight, length, sex and hormone applications in which case the factors affecting the life times of the fish were determined by Cox regression models with fixed and time dependent explanatory variables. Cox proportional hazard regression models in which the impacts of the life-time-related factors on the hazard function are multiplicative play a significant role in the analysis of the life time data. The continuous random variable representing the life time of an individual (t),  and the vector of explanatory known variables related to this unit (X), when X is given under the proportional hazard hypothesis, the hazard function of t is as follows;

h (t, X) = h0 (t) Ψ (X)



(1)


In the model equation 1, Ψ(X) can be expressed in different forms. The model examined in 1972 by Cox is as follows;

h (t,X) = H0 (t)
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where X is the baseline hazard function of a unit whose vector of explanatory variables is (X1,..,Xp) ,  β the vector of the regression coefficients, and  h0 (t) is the hazard function when X = 0.


In the model in equation 2, there are two unknown components which are the regression parameter β and the baseline hazard function h0 (t). Hazard function h0 (t), is called the baseline hazard function (involves t but not X’s). The second quantity is the exponential expression to the linear sum of βi Xi (X’s are time – independent). An important feature of this formula, which concerns the proportional hazards assumptions are given below. The first assumption is “a multiplicative relationship between the underlying hazard function and log-linear function of the covariates”. The second assumption is “There is a log-linear relationship between independent variables and underlying hazard function”.

In barest form of the proportion hazard model is shown in equation 3. hi(t) is the hazard at time t of the ith individual and h0(t) is the baseline hazard at time t. Xi is a vector of covariate values coresponding to the ith individual and β is a vector of coeﬁcients to be estimated when the model is ﬁt.
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After staring at equation 3 for a while, you might notice a couple of features. First, if Xi = 0 then the hazard function of the ith individual is the baseline hazard function. That of course, is why it’s called the baseline hazard function. It’s the hazard function in the absence of covariates. Second, if we divide both sides by h0(t), we get equation 4 which shows where the term proportional comes from. Since for each individual, eXiβ is constant across time, equation 4 shows that at every value of t, the ith individual’s hazard function is constant proportion of the baseline hazard. Very loosely speaking, this implies that each individual’s hazard function is “parallel” to the h0 (t).
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If you stare particularly hard, you might also notice that equation 5 follows from this. This implies that the ith individual’s survival function is a constant power of the baseline survival function.
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The proportionality of the hazard function means that the β’s can be interpreted as time invariant shifters of the hazard function. This makes them easy to interpret as factors that aﬀect risk relative to the baseline risk (Mason, 2005). 


In the model (S0 (t)) in equation 6, the essential life function t can be written as below;

S0  (t) = 
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where H0 (t) is the baseline cumulative hazard function.

S (t, X) = exp 
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While the baseline hazard function includes a function of time in the model equation 7, the variables in the upper part are not a function of time, but they are independent of time (Özdamar, 1999). In the model, there may also be variables, time-including variables which are called time dependent explanatory variables. The time dependent variable can be defined as any variable whose value can change in time for the individual concerned. The time-independent variable is the one whose value remains fixed for the individual. The most widely defined time dependent variable is in the form of multiplication of the time independent variable by time or a function of time (Lee, 1992; Lee and Wang, 2003).


In the favourable statistical model, one should employ the knowledge of explanatory variable that changes in time. One of the ways to do so is to use the Cox regression model with the time dependent explanatory variable (Kleinbaum and Klein, 2005).


In the case of time dependent explanatory variables, the Cox regression model is expanded into a model containing the time independent variables with some functions of time and the multiplication of these variables. 


As 
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 time dependent variables, the explanatory variables are shown as in the model in equation 8;
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Therefore β and δ being the coefficient vector of the explanatory variables, the Cox regression model is written as in the model in equation 9; 

H(t, X(t)) = h0 (t) 
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where g(t) is a function of time. The choice of g(t) varies according to the position of the variables used and the knowledge of the researcher. This function is generally defined in the form of t, lnt or step functions (Kleinbaum and Klein, 2005). The Cox regression model can also be used with explanatory variables. In practice, their use is more complicated than the fixed (independent of time) explanatory variables. Furthermore, potential for faulty inference and modelling increasingly elevates (Kleinbaum and Klein, 2005; Saygı, 2007). 

One of the variable levels in the Cox regression analysis (generally the level in which there are no factors or the levels on which the case involved is thought to have the least impact) is considered as a reference category and interpretation of the variable levels made accordingly. In this study, for the parameter
[image: image16.wmf]b

, the estimated value β, its standard error, its p value, its hazard rate (exp(β)) (we can measure the effects of independent variables on the duration of cabinets by looking at the change in the hazard rate for each independent variable as we change the variable value), and the lower and upper limits of the hazard ratio are given. The hazard rate how many times riskier the level is than the reference category. Given p levels corresponding to each level of variables found to be important, significant levels of variables are established. The Wald test is one of a number of ways of testing whether the parameters associated with a group of explanatory variables are zero.


All statistical analyses were performed using the Statistical Package for Social Sciences (SPSS 10.0).

RESULTS

Mortality of the fish was expressed as failure and the other fish were accepted as censored data, and thus failure in 21 out of 128 fish (16.4 %), and censored data in 107 (83.6 %) were obtained. Average weights and lengths of fish caught were measured as 196.68±8.28 g and 27.89±0.32 cm, respectively. As the initial levels of sex, fishing methods, hormone, weight and length variables were regarded as reference categories and they were presented in Table I. 

The results of the Cox regression analysis with the common variables in the study were given in Table II. It was obvious that the sex variable was important (p<0.05), but the others were not. Further in addition HCG hormone variable was 2.241 times risky at the 5% significance level. The results of the Cox regression analysis with five explanatory variables (Fishing methods, TL, TW, Sex, Hormone) which was made by with the of forward selection method were given in Table III.
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Fig. 1. Hazard function at mean of covariates


As it can be seen in Table III, there was only the variable of the fishing method left in the model. The variable of the catching method (trawl net) was found to be important at the 5 % significance level (p<0.01). 


In this study the proportional hazard assumption was checked before using the lnt and it was used as a function of time. The results of the Cox regression analysis in the case of time dependent explanatory variables with length and weight variables in the model, was given in Table IV. So the variable of the lnt × length and sex variables were important factors at the 5% significance level (p<0.01). On the other hand, the results of the Cox regression analysis in the case of all common variables in the model, was given in Table V. When the results of Cox regression analyses were compared in the case of fixed and time dependent common variables (Tables III, V) and no significant changes were obtained in hazard rates and its hazard plot is given in Figure 1.
DISCUSSION

In practice, first of all, Cox regression analysis has been made considering all the variables changing together are fixed. Later, Cox regression analysis with time dependent explanatory variables has been made considering the TL and TW variables, two of the common ones, change over time. In this study, after Cox regression models with fixed and time dependent explanatory variables had been examined, the risk factors to affect mortality were defined using these two models in the data of common sole. According to the present results, when there is an explanatory variable changing in time it has been emphasized that Cox regression analysis with time dependent explanatory variables instead of Cox regression analysis with fixed variables  should be done. There was no change in the hazard rates when the applications were made. It would be wrong to consider that an explanatory variable to change depending on time is fixed. Situations are possible in which not only one explanatory variable but more than one explanatory variable exist in applications. 


In the current study, a Cox regression model enables to be made more comprehensive comments when the relative risk values for different levels of variables measured at different levels of indicator variables. Therefore, it can be said that the sex variable is important at the 5 % significance level (p<0.01) but other variables are not significant (p≥0.01). Considering five explanatory variables together, in order to determine which were the factors to affect the life times, and the results related to the model were examined, and then it can be said that the variable of the fishing method was an important risk factor to affect failure at the 5%

Table I.
Reference categories of the initial variables and their levels.
	
	Initial variable 
	Total frequency
	Failure frequency
	Censored frequency

	
	
	f
	%
	f
	%
	f
	%

	
	
	
	
	
	
	
	

	Fishing method
	1. Trawl net
	6
	4.7
	2
	33.3
	4
	66.7

	
	2. Gill net
	122
	95.3
	19
	15.6
	103
	84.4

	Weight
	Gram
	128
	100.0
	21
	16.4
	107
	83.6

	Length
	Centimeter 
	128
	100.0
	21
	16.4
	107
	83.6

	Sex
	1. Male
	69
	53.9
	16
	23.2
	53
	76.8

	
	2. Female
	59
	46.1
	5
	8.5
	54
	91.5

	Hormone
	1. HCG
	56
	43.8
	7
	12.5
	49
	87.5

	
	2. LH-RHa injection
	62
	48.4
	13
	21.0
	49
	79.0

	
	3. LH-RHa pelet
	10
	7.8
	1
	10.0
	9
	90.0

	
	
	
	
	
	
	
	


Table II.
The results of the Cox regression results by means of enter method in the case of only one explanatory variable.

	
	B
	SE
	Wald
	Df
	Sig.
	Exp(B)
	95% CI

	
	
	
	
	
	
	
	Lower
	Upper

	
	
	
	
	
	
	
	
	

	Fishing method*
	-12.692
	119.717
	0.011
	 1
	0.916
	0.000
	
	

	Weight
	  -0.023
	    0.002
	1.023
	 1
	0.312
	0.998
	0.993
	1.002

	Length
	   0.023
	    0.069
	0.109
	 1
	0.742
	1.023
	0.894
	1.170

	Sex*
	  -0.865
	    0.324
	7.115
	 1
	0.008
	0.421
	0.223
	0.795

	Hormone*
	
	
	3.512
	 2
	0.166
	
	
	

	   LH-RHa injection
	   0.807
	    0.431
	3.512
	 1
	0.061
	2.241
	0.964
	5.211

	   LH-RHa pelet
	   0.571
	    0.426
	1.799
	 1
	0.180
	1.170
	0.768
	4.078

	
	
	
	
	
	
	
	
	


*Trawl net, Male, HCG were regarded as reference category and they were not presented in the tables. 

Table III.-
The results of Cox regression analysis by means of the method of forward selection in the case of all explanatory variables,
	
	
	B
	SE
	Wald
	df
	Sig.
	Exp(B)
	95% CI

	
	
	
	
	
	
	
	
	Lower
	Upper

	
	
	
	
	
	
	
	
	
	

	Step 1
	Fishing method*
	-3.553
	1.368
	6.743
	1
	0.009
	0.029
	0.002
	0.418

	
	
	
	
	
	
	
	
	
	


*Trawl net was regarded as reference category and it is not presented in the tables. 

Table IV.
Cox with enter method in the case of lnt×Weigth and lnt×Length. These are the results of regression analysis.
	
	B
	SE
	Wald
	Df
	Sig.
	Exp(B)
	95 %CI

	
	
	
	
	
	
	
	Lower
	Upper

	
	
	
	
	
	
	
	
	

	Fishing method*
	-12.385
	126.955
	 0.010
	1
	0.922
	0.000
	
	

	lnt ×Weight
	   0.001
	    0.000
	 2.340
	1
	0.126
	1.001
	1.000
	1.002

	lnt ×Length
	  -0.046
	    0.012
	15.768
	1
	0.000
	0.933
	0.933
	0.977

	Hormone*
	
	
	 2.391
	2
	0.303
	
	
	

	   Hormone(1)
	   0.572
	    0.449
	 1.623
	1
	0.203
	1.771
	0.735
	4.268

	   Hormone(2)
	   0.669
	    0.433
	 2.384
	1
	0.123
	1.952
	0.835
	4.561

	Sex*
	  -1.359
	    0.313
	18.814
	1
	0.000
	0.257
	0.139
	0.475

	
	
	
	
	
	
	
	
	


*Trawl net, Male, HCG are regarded as reference category and they are not presented in the tables. 

Table V.
The results of Cox regression analysis with the forward selection method in the case that all the variables that change together and lnt × length and lnt ×weight are present.

	
	
	B
	SE
	Wald
	df
	Sig.
	Exp(B)
	95% CI

	
	
	
	
	
	
	
	
	Lower
	Upper

	
	
	
	
	
	
	
	
	
	

	Step 1
	Fishing Method*
	-3.553
	1.368
	6.743
	1
	0.009
	0.029
	0.002
	0.418

	
	
	
	
	
	
	
	
	
	


*Trawl net was regarded as reference category and it was not presented in the tables.
significance level (p<0.05). The variable of the fishing method (trawling) was found to be important at the 5 % significance level (p<0.01). According to the common sole caught by trawling, this fishing method can be said to be approximately 0.029 times less risky than of fishing by trammel net.In the Cox regression analysis which has been done so far, the time dependent explanatory variable has been overlooked. However; TL and TW were not fixed variables, but they changed in the course of time. In this case, the variables of TL and TW were placed in the model as a form of a multiplication of them by the function of time. As a function of time, t, lnt or a function which could be used by the researcher. In this study, lnt was used as a function of time. When the Cox regression analysis was examined in the case of time dependent common variables only with the length and weight variables in the model, it can be stated that lnt × weight and sex variables were not significant (p≥0.01). In the Cox regression analysis by means of the method of forward selection method in which all the variables changing together were used when a function of time is lnt, it can be observed that the variables of fishing methods remain in the model. When the results of Cox regression analysis by means of the forward selection method in the case of fixed and time dependent variables that change together were compared, no change was seen in the hazard rates. 

As a first study on Common Sole with the previous studies on other species (Heinonen et al., 2001; Naughton et al., 2005; Pike et al., 2007; Streppel et al., 2008), with some variables to be time dependent, Cox regression method enables us to evaluate their impacts on the life time and take the difference between the length of the observation time and the time dependent affects into consideration in a model. In this study, there was no discrepancy as it was conducted for a short time possible. Hovewer, the results may change when it is applied for longer time studies.


The results of this model which was applied to the sole showed that biotic and abiotic factors have a great effect on the fish survival in culture conditions. Additional to this, this cox regression model determined that the data obtained during fishing operations of the broodstock has a great importance and it is capture method-dependent. From the light of this present study results, it was concluded that in the future studies, the data should be collected for a longer period of the time (approximately 3 months), not for a short periods. Also, a new model should be developed covering the reproduction period of sole which is believed to bring benefits to capture of the broodstock for aquaculture proposes.
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